
ABSTRACT

In this paper we present and discuss the performance of the Maxi-
mum Likelihood Linear Regression (MLLR) adaptation algorithm
for various environmental conditions presented in the 1996 ARPA
Hub 4 Broadcast News task. We also present a comparison of the
effects of cepstral compensation using Codeword Dependent Cep-
stral Normalization (CDCN) and MLLR on the likelihoods of
speech data and on the corresponding recognition error rates.
Finally we describe a possible extension of MLLR using a qua-
dratic regression equation.

1. INTRODUCTION

Broadcast news data is a highly varied domain with speech rang-
ing from very high-quality recordings made in the broadcast stu-
dio  to extremely noisy speech recorded on the street.
Consequently, the recognition of broadcast news speech is a com-
plex task requiring a speech recognition system that is robust to
environment and speaker variations. A number of compensation
techniques may be considered  to handle the diversity of the task.

The 1996 ARPA Hub 4 task [1] consisted of speech recorded from
a variety of radio and television shows, including conditions such
as clean studio-recorded speech, spontaneous speech, speech with
music in the background, speech over telephone channels, speech
in a variety of noisy environments, and foreign-accented speech.
In the case of the partitioned evaluation (PE), the task was made
somewhat easier by manually pre-partitioning the data according
to the conditions present in the speech; in the case of the unparti-
tioned evaluation (UE), this information was not available.

We compared the performance of the Maximum Likelihood Lin-
ear Regression (MLLR) adaptation algorithm  [2] and the Code-
word Dependent Cepstral Normalization (CDCN) compensation
algorithm [3] as a means of improving the recognition perfor-
mance on the various acoustic conditions present in the 1996 Hub
4 data. In this paper we report the results of these experiments. In
addition, we also briefly describe the results of experiments with a
Maximum Likelihood Non-linear Adaptation (MLNA) algorithm
for adaptation of the HMM means.

In Section 2 we report and discuss the performance of the MLLR
adaptation algorithm for various environmental conditions pre-
sented in the 1996 ARPA Hub 4 task. In Section 3 we describe the
results of our experimets using a combination of CDCN compen-
sation and MLLR adaptation. In Section 4 we describe the imple-
mentation of the MLNA algorithm which incorporates a nonlinear
(quadratic) warping function, and we describe its performance.
Finally, in Section 5 we present our conclusions.
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2. PERFORMANCE OF
MLLR ADAPTATION

MLLR [2] is an algorithm that adapts the means of the HMM dis-
tributions to model the data to be recognized more accurately. The
adaptation could be either supervised (where the transcripts of the
adaptation data are available), or unsupervised (where the adapta-
tion transcripts are automatically generated). In either case it is
assumed that the adaptation data and the speech being recognized
are acoustically similar so that the adapted mean is truly represen-
tative of the data to be recognized. It is therefore useful, and per-
haps necessary, for all the data that is being used for adaptation
and the data that is being recognized to have similar characteris-
tics (i.e. belong to the same environmental condition and prefera-
bly to the same speaker or group of speakers).

In the case of broadcast news, the speakers, the recording environ-
ment, and the quality of the speech are varying constantly. As a
result it becomes necessary to segment the speech into regions of
uniform condition. However, a single segment of data may be
insufficient for purposes of adaptation. Consequently, the seg-
mented data must be grouped together to provide clusters of suffi-
cient duration for adaptation. The best possible clustering
mechanism would be to use the condition and speaker labels pro-
vided with the data to group similar segments together. A good
automatic clustering mechanism would result in performance
similar to that obtained from clusters formed by using the labels
provided.

Both segmentation and clustering for our experiments were per-
formed by a relative cross-entropy based system [4]. For the PE,
task segments and clusters were formed on data belonging to the
same condition as given by the labels provided for that evaluation
with the speech data. In the case of the UE, the segmentation and
clustering were done over all the data.

We establish the importance of clustering for MLLR adaptation
by comparing the result of adaptation without clustering and the
result of using ideal clusters as given by the labels provided. We
also consider the effect of the clustering approach used by our
system in the context of these two results. Additionally, we evalu-
ate the effect of adaptation using the automatically-generated
clusters on the recognition accuracy obtained for the various types
of speech present in the 1996 Hub 4 task. The baseline system
consisted of a fully-continuous HMM trained on the Wall Street
Journal (WSJ) SI-321 data. All experiments were performed on
the development test (devtest) data provided by NIST. Results for
the evaluation test data are included here for comparison pur-
poses.

In order to evaluate the performance of various clustering
approaches we performed a series of experiments on a subset of
the sentences from the developmental test set representing the  F0
condition (high-quality sudio speech). Our baseline recognition



system using the unadapted means resulted in a word error rate
(WER) of 21.3% for this subset of the F0 data in the devtest. In
Table 2 we show the improvement obtained over the baseline
WER by adapting to individual segments of speech, ideal clusters
of speech (using information provided by the speaker labels and
segment labels from the PE), and unsupervised automatically-gen-
erated clusters obtained using the clustering algorithm described
in [4]. In addition, we compare recognition error rates obtained
using “ideal” information directly from the actual transcript of
speech with the imperfect hypothesis provided by the decoder
itself.

The results summarized in Table 2 clearly demonstrate that the use
of clustering improves speech recognition error rate.  It is also
apparent that the unsupervised automatic clustering algorithm is
quite effective. In fact,  the use of automatic clustering reduces the
error rate compared to the error rate obtained with no clustering by
two-thirds the reduction obtained with ideal clustering.

Table 1 also includes results of  control experiments where the
adaptation of the HMMs was done on the testing data using the
actual transcriptions. Not unexpectedly, the resulting error rate
obtained by adapting on individual segments is extremely high.
However, it is surprising to note that the availability of perfect
transcriptions for clustered data results in no gain over having
automatically- obtained transcriptions. Hence it appears that fur-
ther improvements to clustering performance (rather than decoder
performance) are needed to obtain further improvement in the
effectiveness of the MLLR adaptation.

Table 2 shows the relative gain obtained from MLLR adaptation
for other PE conditions in our experiments using subsets of the
development test data. The clusters used for these results were all
automatically generated. We observe that except for the cases of
spontaneous speech (F1) and telephone speech (F2) the relative
gain obtained by MLLR adaptation of the means is similar for all
conditions. The reduced gain from MLLR adaptation observed in
the case of telephone speech may be a consequence of the reduced
bandwidth analysis used to generate the cepstra and the models. It
is not immediately apparent why spontaneous speech did not ben-
efit as much from adaptation as read speech. One possible hypoth-
esis is that the difference in pronunciation between spontaneous

Transcript
Source

Clustering
Scheme

WER
Relative

Gain

Ideal None 12.2% 42.7%

Ideal Ideal 17.6% 17.3%

Decoder None 19.8% 7.0%

Decoder Unsupervi
sed

18.2% 14.5%

Decoder Ideal 17.4% 18.3%

Table 1.Comparison of word error rates (WER) obtained for a
subset of the development test set using MLLR adaptation with
different clustering approaches and with different transcript
sources. Word error rate for this dataset with no adaptation was
21.3%

speech and read speech is not adequately represented by the dictio-
naries being used for recognition, and that adaptation of means
cannot account for such mismatches.

The FX data are speech segments where a combination of the vari-
ous other conditions (such as foreign accented speech and noisy
recording conditions) occur simultaneously. In the case of speech
from the FX condition, we also ran experiments using the ideal
clusters as given by the labels. It was observed that ideal clustering
provided marginally worse WER than the automatic clustering.
This appears to indicate that in the presence of multiple conditions
of variation, the artifice of hand labelling of data holds no great
advantage over the use of automatic methods to cluster acousti-
cally-similar segments.

Tables 3 and 4 show the relative improvements in WER obtained
for the PE and UE evaluation tests using MLLR adaptation of
means in the various conditions. The improvements obtained for
the various conditions were in general less than the corresponding
improvements obtained for the development test data. This may be

Condition Baseline Adapted
Relative

Gain

F1 28.7% 27.3% 4.8%

F2 61.5% 57.5% 6.5%

F3 55.1% 47.1% 14.5%

F4 41.3% 35.3% 14.5%

F5 43.2% 36.8% 14.8%

FX 71.8% 62.8% 12.5%

Table 2.Comparison of WER obtained with and without MLLR
adaptation for subsets of the development test data from six PE
conditions.

PE
Condition

Baseline
WER

WER after
Adaptation

Relative
Gain

F0 27.2% 26.1%% 4.0%

F1 32.4% 32.3% 0.3%

F2 43.2% 39.7% 8.1%%

F3 43.3% 37.3% 13.8%

F4 45.7% 43.9% 3.9%

F5 45.8% 38.1% 16.8%

FX 61.8% 57.8% 6.4%

Table 3.Comparison of WER obtained with and without MLLR
adaptation for the evaluation test set data under the conditions of
the Partitioned Evaluation (PE).



a consequence of the fact that the baseline WER was generally
higher than that obtained for the development test data. From the
results for spontaneous speech (F1) in Tables 2, 3 and 4, it
appears, once again, that MLLR adaptation is not reliable for this
condition. Except in case of speech with music in the background
(F3), the final WERs in the PE and UE obtained after MLLR
adaptation are similar. It appears that the poor performance
obtained for speech with background music in the case of the UE
was because a large number of these segments were erroneously
clustered with other types of data.

3. COMPARISON OF MLLR WITH CDCN

Traditionally CMU has applied the CDCN algorithm [3] to
improve the robustness of speech recognition systems with respect
to variable recording conditions. CDCN is a Maximum Likeli-
hood-based algorithm that compensates cepstra in the testing envi-
ronment for the effects of unknown additive noise and unknown
linear filtering. Since the compensation is performed on incoming
cepstra, the use of CDCN does not preclude an additional adapta-
tion step such as using MLLR. In other words, it is possible to use
MLLR to adapt the means to the CDCN-compensated cepstra
instead of to the regular uncompensated cepstra.

Table 5 presents the results of CDCN compensation, MLLR adap-
tation and the combination of the two on speech with background
music and with background noise. While CDCN by itself is effec-
tive, it is not as effective as MLLR. Furthermore, the addition of

UE
 Condition

Baseline
WER

WER after
 Adaptation

Relative
Gain

F0 26.0% 24.8% 4.6%

F1 33.5% 33.7% -0.2%

F2 44.7% 39.8% 10.9%

F3 48.4% 48.8% -0.4%

F4 45.0% 42.5% 5.5%

F5 40.8% 38.8% 4.9%

FX 62.9% 60.3% 4.1%

Table 4.Comparison of WER obtained with and without MLLR
adaptation for the evaluation test set data under the conditions of
the Unpartitioned Evaluation (UE).

Condition Baseline
After

CDCN
After

 MLLR
CDCN+
MLLR

F3 55.1% 52.4% 47.1 47.3%

F4  41.3% 39.9% 35.3% 36.6%

Table 5.Comparison of WER obtained for subsets of the
development test set using CDCN with and without MLLR.

MLLR to a system that already incorporates CDCN  does not pro-
vide a lower WER than a system that uses MLLR alone.

Since both CDCN and MLLR are Maximum Likelihood-based
algorithms it is instructive to look at the likelihoods of the observa-
tions after MLLR adaptation, and after compensation using the
combination of MLLR and CDCN. We observe from Figure 1 that
the likelihoods achieved by the combination of CDCN and MLLR
are in factlower than those achieved by MLLR alone.

To confirm this observation additional simulations were run on a
number of speech files that were artificially corrupted with noise.
The original “clean” speech was represented by a Gaussian mix-
ture distribution. MLLR was used to adapt the means of this distri-
bution. An alternate implementation of CDCN, referred to in this
paper as “MAGIC”,  adapt the means of the distributions of the
HMMs rather than the incoming feature vectors.  Figure 2 plots the
log-likelihood of the data for a typical utterance after the models
have been adapted using MLLR, CDCN followed by MLLR, and
MAGIC.

We observe from these simulations that at lower SNRs the final
likelihood achieved by MLLR alone is typically higher than the
likelihood obtained by the combination of CDCN and MLLR. This
agrees with our observations on the broadcast data. The best likeli-
hoods obtained, however, are from the combination of MAGIC
and MLLR. While the reason for this behaviour is not clear, this
provides reason to believe that the use of MAGIC for the broadcast
news data (either alone or in combination with MLLR) would pro-
vide further reductions in WER.

4. NONLINEAR ADAPTATION

MLLR adaptation uses linear regression to obtain speaker-specific
and environment-specific means from speaker independent means.
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Figure 1.Comparison of log likelihoods of several segments of
F3 and F4 speech after MLLR adaptation of means and after
CDCN followed by MLLR adaptation.



One interpretation of the relation between the adapted means and
the unadapted means could be that MLLR provides a truncated
version of a much longer series that actually represents the trans-
formation from speaker independent means to the speaker/envi-
ronment-specific means. One could therefore add additional terms
to this series with the appropriate coefficients to obtain a more
accurate adaptation. We extended the linear regression used by
MLLR to include quadratic terms. In other words, the mean vec-
tors of the Gaussian distributions were adapted using a quadratic
transform as follows

whereB andC are matrices of size ,A is a vector of size

, and  is the  mean of a mixture component (i.e. a com-

ponent of the initial mean vector) of size . The values ofA,
B, andC are chosen to maximize the likelihood of the adapted
models generating the adaptation data.

The parametersA, B, andC are estimated in a manner very similar
to that presented in [2] to estimate the regression terms for MLLR.

To evaluate the performance of the nonlinear algorithm, referred
to as MLNA, an initial experiment was done using the speaker-
dependent portion of the ARPA Resource Management (RM)
database. Using  training and testing data from 12 different speak-
ers, a set of 40 sentences was used for adaptation and the remain-
ing 60 were used for testing. The average result is reported in
Table 6.

Baseline MLLR MLNA

8.0% 5.9% 5.4%

Table 6.Comparison of WER obtained using MLLR and
quadratic nonlinear adaptation (MLNA).
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Figure 2.Log likelihood of speech corrupted by white noise as a
function of SNR after adaptation with MLLR, CDCN followed
by MLLR, and MAGIC.
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We observe that while the use of the quadratic term appears to
result in a consistent improvement over using the linear term
alone, the improvement obtained is relatively small. The linear
term seems to be capturing most of the information in the transfor-
mation, so that the improvement obtained from any subsequent
terms appears to be small. Experiments performed on broadcast
news data with MLNA adaptation showed similar results.

5. SUMMARY AND CONCLUSIONS

While the MLLR algorithm is effective for both environment and
speaker adaptation, it works best when there is of acoustically-
similar data available for adaptation. We found that the clustering
algorithm described in [4] can provide a significant improvement
in recognition accuracy.

We found that the addition of MLLR to a system that already
incorporates CDCN on the ARPA Hub 4 task does not provide a
lower WER than a system that uses MLLR alone. Nevertheless,
preliminary findings indicate that the implementation of MAGIC,
an algorithm similar to CDCN that models the means of the inter-
nal models of an HMM, is likely to be more promising.

Extrapolating the MLLR regression to include quadratic terms
appears to result in no additional improvement for the original
Resource Management database. However, this result remains to
be confirmed using datasets with a wider variety of speech condi-
tions.
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